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Abstract

We present a novel method to efficiently search for long-duration gravitational wave tran-
sients emitted by new-born neutron star remnants of binary neutron star coalescences or
supernovae. The detection of these long-transient gravitational waves would contribute to
the understanding of the properties of neutron stars and fundamental physics. Additionally,
studying gravitational waves emitted by neutron stars can provide valuable tests of general
relativity and offer insights into the neutron star population, of which only a small fraction
appears to be observable through current electromagnetic telescopes. Our approach uses
GPUs and the JAX library in Python, resulting in significantly faster processing compared
to previous methods. The efficiency of this code enables wide regions of the sky to be cov-
ered, eliminating the need for precise pinpointing of mergers or supernovae. This method
will be deployed in searches for long-transient gravitational waves following any detection of
a binary neutron star system merger in the latest O4 science run of the LIGO-Virgo-KAGRA
collaboration, which started in May 2023 with a significant improvement in sensitivity with
respect to previous runs.

1 Introduction

Gravitational Waves (GWs) are perturbations on the geometry of space-time produced by
accelerated asymmetric distributions of mass or energy [13], first predicted by Albert Einstein
in 1916 [§]. The first detection of GWs took place in 2015, by the laser interferometers of the
LIGO Scientific Collaboration [I]. Since then, GWs have been detected from the mergers of
binary black holes and neutron stars [5]. A notable event was the first ever observed merger of
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a binary neutron star system, GW170817. This event was a breakthrough in multi-messenger
astronomy, since it was also seen through electromagnetic observatories [2].

Neutron stars (NSs) are dense remnants formed from the core collapse of stellar super-
novae in stars with masses between 8 and 30 times that of the sun. Many aspects of them,
such as their equation of state, inner structure, and their role in the synthesis of heavy ele-
ments remain not fully understood [12]. Studying GWs emitted by NSs can provide tests of
general relativity and offer insights into the NS population, a majority of which appears to
be currently undetectable by existing electromagnetic telescopes [15].

The detection of GW170817 initiated efforts within the GW research community to develop
search methods designed to detect GWs originating from the remnants of such mergers [3].
Theoretical predictions suggest that these remnants, potentially NSs with high ellipticity and
rapid spin rates, could emit long-duration transient gravitational waves (tCWs). Detecting
these tCWs would contribute to our understanding of the properties of NSs and fundamental
physics [4].

To model the frequency evolution of a tCW, we use the msMagnetarWaveform model [11],
in which the GW frequency is

fgwr (6) = Fawo (0 +1) 7 (1

where fgw o is the initial emission frequency at time ¢ = Tp, T denotes the spindown timescale,
and n is referred to as the braking index, which characterizes the emission mechanism of the
GW. A braking index of n = 5 corresponds to pure GW emission from a non-axisymmetric
rotator [6]. The theoretical ranges for fgW,Ov span from 500 Hz to 3000 Hz, 3500 s to 35000
s for 7, and 3 to 7 for n [11].

The instantaneous signal frequency in the detector frame is given by the GW frequency
adjusted for a Doppler modulation,

Fiw ()= i 1) (1+ (””) , (@)

c

where v is the detector’s velocity relative to the solar system barycenter, c is speed of light,
and 7 the sky location of the source.

The strain amplitude ho(t) produced by the GW in the detector’s output depends on
the emission mechanism. For a constant non-axisymmetric deformation of the source NS, it
evolves as

Am2G 1, 4¢€
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where G is the gravitational constant, I,, the z— z component of the star’s moment of inertia,
set to 4.34 x 10%® kg m? as in [I4], d the distance between the detector and the source and e
the equatorial ellipticity of the star [17].
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2 Analysis method

None of the developed search methods for tCWs have yet achieved any detection. One of
the developed methods is the Adaptive Transient Hough method (ATrHough) introduced by
Oliver et al. [I4]. We have developed a new search method that surpasses the capabilities of
ATrHough, achieving similar sensitivities with significantly lower computational costs.

This new method makes use of the power of GPU acceleration, resulting in much faster
processing times. The code has been implemented using JAX, a Python-based library that al-
lows for GPU computation and the just-in-time (JIT) compilation for optimized performance
[9].

The data used in this study are 8-second Han-windowed Short Fourier Transforms (SFT's),
which are processed into either normalized power p; or number count v; as described by Oliver
et al. [I4]. One example signal can be see in Figure
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Figure 1: Time-frequency evolution of an example signal in SFT data. The signal can be
seen starting with fgw,() = 1000 Hz and getting dimmer as its frequency decreases with time.

To search for signals in the data we use templates. These describe the corresponding
time-frequency evolution track of potential signals in data. The power and number count
statistics are weighed taking into account the antenna patterns and changing noise floors
that modulate the signal amplitude. The statistics are then summed across the data bins
selected by the track. If a signal is present, it will produce a strain in the data that causes
an increase in power along is corresponding track. In order to quantify the significance of a
given template, using either statistic s we compute the critical ratio,

= ) (4)

where (s) and o, are the mean and variance of the corresponding statistic, computed as in
[14].

Two types of template banks have been employed in this study: (i) the cubic lattice
template bank that arranges templates on a grid with equally spaced points in each dimension

of the parameter space, and (ii) the uniform random template bank that samples templates
from a uniform prior over the parameter space.
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3 Results

Thank to the usage of JAX, we have improved the computing time per template by a factor
of 60 compared to the ATrHough method. Where the ATrHough method took around 1 ms
per template, the new implementation on CPU takes only 0.3 ms. When using GPUs, this is
reduced to only 15 ps per template. A 60-fold speedup such as this one is quite significant,
since an analysis that would have needed 2 months of computing time would be reduced to
just a single day. The timing results per template are shown on Figure
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Figure 2: Computing time per template obtained using either GPUs or CPUs with different
batch sizes (templates computed simultaneously) tested on GPU NVIDIA Ampere A100
GPUs.

To evaluate the sensitivity obtainable with this method, we generated simulated signals
consistent with a population of non-axisymmetric millisecond magnetar NSs uniformly dis-
tributed in all the sky, with random polarization, phase and orientation of the source NSs.

The signals were created using the lalpulsar Make-fakedata v5 code from LALsuite
[10]. A set of 100 signals per 19 distances between 0.1 and 3.1 Mpc in steps of 0.1 Mpc were
generated. The fgw o of the injections was sampled from a uniform prior between 1000 Hz
and 1200 Hz, with fixed n = 5, 7 = 10000 s and € = 102. The data duration was 24 h and
the frequency range of the data from 300 to 1000 Hz. The signals were injected into colored
Gaussian noise following the Advanced LIGO (Design) amplitude spectral density curve [7].

Template banks with different numbers of templates, N/ = [1()4, 10,106, 1()7], were then
generated to test the required density of templates for an effective search. The search coverage
in frequency was the (1000, 1200) Hz range, while for n and 7, the full theoretical ranges were
used. Each template used the Tj, and sky position values of the injection being searched for.

Regarding the detection criteria, templates far away from the injected signal were excluded,
and a threshold was set on ¥ based on the distribution of critical ratios on only noise using
the same amount of templates (V},5ise max)- Lhat is, an injection was considered detected

if a template close to the injection had ¥ > W .o 1o

Efficiencies, E, were computed for different A and distance. Then, using a sigmoidal fit
we estimated the 90% detectability distances as shown in Figure [3| for both the normalized
power and number count statistics.
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Figure 3: Efficiencies as a function of distance with their corresponding d?°% value for
(left) normalized power and (right) number count using the uniform random template bank
and V' = 107. Each sigmoidal fit is shown with the corresponding 1, 2 and 3 sigmas error
envelopes.
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Figure 4: Detectability distances as a function of the number of templates. The red curves
have been obtained using the uniform random template bank and the blue curves with the
cubic template bank. The black curves are the detectability distances that are obtained
with the tracks that follows exactly those of the injected signals, outlining the maximum
obtainable sensitivity for this search.

The resulting d?°% values are presented in Figure 4l As shown, the d%°% values continue

to increase with the number of templates. At A" = 107, the distances approach the expected
maximum sensitivity. Additionally, both template banks show nearly identical sensitivity.
Furthermore, it is observed that distances derived from the number count statistic, v, are
consistently 10% to 15% shorter than those calculated using the normalized power statistic,
p. Finally, we can determine that a template bank density of N' = 10® to 10? is sufficient
to achieve maximum d%°% results in this scenario. Therefore, the number of templates N
required is 1 to 2 orders of magnitude lower than what required by the ATrHough method.

4 Conclusions

We have implemented a new method for searches of long-transient gravitational waves from
newborn remnants of binary neutron star mergers. Through studies of template bank configu-
rations on campaign of simulated injected signals, we have determined the necessary template
density to achieve nearly-optimal sensitivities in the studied scenario. The method developed
demonstrates sensitivities comparable to those of the previous ATrHough method, with the
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advantage of requiring fewer templates. Furthermore, the new codes run significantly faster
per template compared to ATrHough with processing times up to 60 times faster thanks to
the use of GPUs and JAX. Our findings demonstrate the potential of GPU parallelization
in significantly accelerating continuous wave searches. This work can be applicable to other
long-duration GW signals [16].
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